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Internet routers have packet buffers which reduce packet
loss during times of congestion. Sizing the router buffer cor-
rectly is important: if a router buffer is too small, it can
cause high packet loss and link under-utilization. If a buffer
is too large, packets may have to wait an unnecessarily long
time in the buffer during congested periods, often up to
hundreds of milliseconds. While an operator can reduce the
operational size of a router buffer, the maximum size of a
router buffer is decided by the router manufacturer, and the
operator typically configures the router to use all the avail-
able buffers. Without clear guidance about how big a buffer
needs to be, manufacturers tend to oversize buffers and oper-
ators tend to configure larger buffers than necessary, leading
to increased cost and delay.

This paper revisits two widely used rules of thumb for
sizing router buffers in the internet. The two rules cover
two different cases:

Case 1: When a network carries a single TCP Reno
flow. Van Jacobson observed in 1990 [1] that a bottleneck
link carrying a single TCP Reno flow requires a router buffer
of size B > BDP, the bandwidth-delay product, in order to
keep the link fully utilized.

Case 2: When a network carries multiple TCP Reno
flows. Appenzeller, Keslassy, and McKeown argued in 2004
[2] that a bottleneck link carrying n long-lived TCP Reno
flows requires a buffer of size B > BDP/y/n in order to keep
the link highly utilized.

Much has changed since these rules were first introduced,
and it is not clear whether these rules still apply in mod-
ern networks. The behavior of TCP Reno has changed;
most notably when Rate-Halving [3,4] and PRR [5] were
introduced. New types of congestion control have become
widespread, such as Cubic [6] (default in Linux, Android,
and MacOS), and more recently BBR (deployed by Google
for YouTube) [7] and BBRv2 [8]. Given that the analysis
underlying both buffer sizing rules depends on the specific
way in which TCP Reno halves the congestion window when
losses are detected, there is no particular reason for either
rule to still hold in today’s internet.

Existing rules of thumb help us pick the buffer size to
achieve full link utilization, and do not predict behavior if
the buffer is made smaller. Thus, theory falls short for re-
cent congestion control algorithms (e.g. BBR and BBRv2)
which no longer aim to keep a bottleneck link running at
100% utilization. Instead, they rely on short periods of
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under-utilization to keep queueing delay low and to estimate
propagation delay.

In light of these changes, this paper examines buffer sizing
for modern TCP algorithms. We show that the two rules
still allow TCP Reno to fully utilize a link, despite changes
due to Rate-Halving and PRR. We show that TCP Cubic,
Scalable TCP, and BBR allows us to reduce buffer sizes.

We extend our analysis for the case when link utilization
is less than 100%, and we show that very small buffers can
still allow high (but not 100%) link utilization. More gener-
ally, this paper sheds new light on how to size buffers for a
given congestion control algorithm and desired link utiliza-
tion, under a very broad set of conditions. In doing so, we
also show how future congestion control algorithms can be
designed to further reduce buffer requirements.

Throughout the paper, we will illustrate and validate our
results using measurements drawn from a physical network
in our lab. This is challenging: while Linux can capture per-
packet measurements in the end-host TCP stack, it is not
normally possible to capture the full time series of buffer
occupancy at the switch. Our measurement setup uses a
P4-programmable Tofino switch which we program to report
the precise time evolution of its buffer, to approximately 1
nanosecond resolution. This lets us precisely compare the
evolution of the congestion window and the buffer size and
validate our theoretical results.

Contributions: The main contributions of this paper are:

1. Single flow case: A simple proof of TCP’s required
buffer size, applicable to the latest versions of TCP
Reno, as well as other algorithms including Cubic,
Scalable TCP, and BBR.

2. Multiple flow case: A new, more general model of how
buffer size is impacted by fairness and the amount of
worst-case packet drops, and square root of n-style
rules for TCP Reno and other algorithms.

3. A better understanding of how congestion control al-
gorithms interact with buffers, including how utiliza-
tion depends on buffer size, how algorithms can reduce
buffer requirements, and how current congestion mea-
surement techniques rely on certain algorithmic behav-
ior.

4. A new measurement platform allowing precise obser-
vation of TCP and the router buffer.

The full version of our paper can be accessed at [9].



Min. Buffer Size Additional assumptions beyond Section 77 Citation
BDP Reno, silence after loss [1,10]
BDP Reno [11], [9]
(1/b—-1)BDP Multiplicative decrease by b, silence after loss [12-14]
(1/6—1)BDP Multiplicative decrease by b [9]
3BDP Cubic [13], [9]
IgpP Scalable TCP 9]
%BDP BBR during the probe bandwidth phase, with loss 9]
O(BDP//n) Reno, windows are i.i.d. uniform random variables 2]
O(BDP/+/n) V1 4+ O(n?/BDP) almost fair flows see loss 9]
O(BDP/\/n) Almost fair BBR flows in probe bandwidth phase 9]
O(p-BDP —n+np) | A p fraction of fair flows see losses 11]
O(s-BDP/n) At most s +n?/BDP almost fair flows see loss. 9]
0(1) Reno, bounded window size, Poisson pacing 15]
0(1) V1 4+ O(n?/BDP) flows see loss, utilization is Q(1 — 1/4/n) [9]
Table 1: Minimum buffer sizes required for full link utilization, our new results highlighted in gray.
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