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1. INTRODUCTION
Several applications in online learning involve sequential

sampling/polling of an underlying population. A classical
learning task in this space is online cardinality estimation,
where the goal is to estimate the size of a set by sequential
sampling of elements from the set (see, for example, [2,4,7]).
The key idea here is to use ‘collisions,’ i.e., instances where
the same element is sampled more than once, to estimate
the size of the set. Another recent application is community
exploration, where the goal of the learning agent is to sam-
ple as many distinct elements as possible, given a family of
sampling distributions/domains to poll from (see [3, 6]).

In this paper, we focus on the related problem of commu-
nity mode estimation. Here, the goal of the learning agent
is to estimate the largest community within a population of
individuals, where each individual belongs to a unique com-
munity. The agent has access to a set of sampling domains,
referred to as boxes in this paper, which also partition the
population. The agent can, at any sampling epoch, choose
which box to sample from. Having chosen one such box to
sample from, a random individual from this box gets re-
vealed to the agent, along with the community that individ-
ual belongs to. After a fixed budget of samples is exhausted,
the learning agent reveals its estimate of the largest commu-
nity (a.k.a., the community mode) in the population. The
goal of the agent is in turn to minimize the probability of
mis-identifying the community mode, by optimizing (i) the
policy for sequential sampling of boxes, and (ii) the decision
rule that determines the agent’s response as a function of all
observations.

One application that motivates this formulation is elec-
tion polling. In this context, communities might correspond
to the party/candidate an individual votes for, while boxes
might correspond, for instance, to different cities/states that
individuals reside in. In this case, community mode identifi-
cation corresponds to predicting the winning party/candidate.
A related (and contemporary) application is the detection
of the dominant strain of a virus/pathogen within a pop-
ulation of infected individuals. Here, communities would
correspond to different strains, and boxes would correspond
to different regions/jurisdictions.

The formulation we consider here has some parallels with
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the classical multi-armed bandit (MAB) problem [11]; specif-
ically, the fixed budget best arm identification formulation [1].
Indeed, one may interpret communities in our formulation
as arms in an MAB problem. However, there are two crucial
differences between the two formulations. The first differ-
ence lies in the stochastic behavior of the reward/observation
sequence. In the classical MAB problem, each pull of an arm
yields an i.i.d. reward drawn from an arm specific reward
distribution. However, in the community mode detection
problem, the sequence of collisions (or equivalently, the evo-
lution of the number of distinct individuals seen) does not
admit an i.i.d. description. (Indeed, whether or not a cer-
tain sample from a box results in a collision depends in a
non-stationary manner on the history of observations from
that box.) The second difference between the two formula-
tions lies in the extent of sampling control on part of the
agent. In the MAB setting, the agent can pull any arm it
chooses at any sampling epoch. However, in our formula-
tion, the agent cannot sample directly from a community
of its choice; it must instead choose a box to sample from,
limiting its ability to target specific communities to explore.

2. SUMMARY OF CONTRIBUTIONS
Our contributions are summarized as follows (all details

in [8]).

• We begin by considering a special case of our model
where the entire population is contained within a sin-
gle box; we refer to this as the mixed community set-
ting. In this setting, the sampling process is not con-
trolled, and the learning task involves only the deci-
sion rule. We show that a simple decision rule, based
on counting the number of distinct individuals encoun-
tered from each community, is optimal, via comparison
of an upper bound on the probability of error (mis-
identification of the community mode) under the pro-
posed algorithm with an information theoretic lower
bound. For this setting, we also highlight the impact of
being able to identify sampled individuals (i.e., deter-
mine whether or not the sampled individual has been
seen before) on the achievable performance in commu-
nity mode estimation.

• Next, we consider the case where each community lies
in its own box; the so-called separated community set-
ting. Here, we show that the commonly used approach
of detecting pairwise collisions [6] is sub-optimal. Next,
a near-optimal algorithm is proposed that borrows the



sampling strategy of the classical successive rejects poli-
cies for MABs [1], but differentiates communities based
on the number of distinct individuals encountered (which
is different from the classical MAB setting where arms
are differentiated based on their empirical average re-
wards).

• Next, we consider a setting that encompasses both the
mixed community as well as the separated community
settings; we refer to it as the community-disjoint box
setting. Here, each community is contained within a
single box (though a box might contain multiple com-
munities). For this case, we propose novel algorithms
that combine elements from the mixed and separated
community settings. Finally, we show how the algo-
rithms designed for the community-disjoint box set-
ting can be extended to the fully general case, where
communities are arbitrarily spread across boxes.

• Finally, we validate the algorithms proposed on both
synthetic as well as real-world datasets.

We conclude by making a comparison between our contri-
butions and the literature on the fixed budget MAB prob-
lem. Near optimal algorithms for the fixed budget MAB
problem (see, for example, [1,9]) follow a sampling strategy
of successive rejection of arms, wherein the sampling budget
is split across multiple phases, and at the end of each phase,
a certain number of (worst performing) arms are eliminated
from further consideration. Some of our algorithms for the
community mode estimation problem follow a similar sam-
pling strategy and eliminate boxes in phases; specifically, we
often use the same sampling schedule as in the classical suc-
cessive rejects algorithm proposed in [1]. However, the elimi-
nation criterion we use is different: it is based on the number
of distinct individuals seen (so far) from each community.
Given that this statistic evolves in a non-stationary Marko-
vian fashion over time, this distinction makes our analysis
more complex.

Our information theoretic lower bounds are inspired by
the framework developed in [10] for the fixed budget MAB
problem. However, as before, the key distinction in our
proofs stems from the difference in stochastic nature of the
observation process: while reward observations for each arm
in the classical MAB setup are i.i.d., the number of distinct
individuals seen from each community evolves as an absorb-
ing Markov chain in the community mode estimation prob-
lem.
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