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ABSTRACT

Existing permissioned blockchain systems designate a fixed and
explicit group of committee nodes to run a consensus protocol that
confirms the same sequence of blocks among all nodes. Unfortu-
nately, when such a system runs on a large scale on the Internet,
these explicit committee nodes can be easily turned down by denial-
of-service (DoS) or network partition attacks. Although recent stud-
ies proposed scalable BFT protocols that run on a larger number
of committee nodes, these protocols’ efficiency drops dramatically
when only a small number of nodes are attacked.

We propose a novel protocol named Eges that leverages hard-
ware trusted execution environments (e.g., SGX) to develop a new
abstraction called “stealth committee”, which effectively hides a
committee into a large pool of fake committee nodes. Eges selects
a different stealth committee for each block and confirms the same
blocks among all nodes with overwhelming probability. Our evalua-
tion shows that Eges is the first efficient permissioned blockchain’s
consensus protocol, which simultaneously satisfies two important
metrics: (1) Eges can tolerate tough DoS and network partition
attacks; and (2) Eges achieves comparable throughput and latency
as existing fastest permissioned blockchains’ consensus protocols.
Eges’s source code is available on github.com/hku-systems/eges.

1 MOTIVATION

A blockchain is a distributed ledger recording transactions agreed
by a consensus protocol [7, 15, 18] with the consistency guaran-
tee: nodes confirm the same sequence of blocks. A blockchain can
be permissioned or permissionless. Compared to permissionless
blockchains that use cryptocurrencymechanisms [10] to incentivize
nodes to follow the protocols, permissioned blockchains running
the mature Byzantine Fault-Tolerant (BFT) protocols [7, 15, 18] are
more suitable for deploy general data-sharing applications.

Unfortunately, existing permissioned blockchains [1, 13] run
their consensus protocols on a static and explicit committee, mak-
ing them vulnerable [6, 16] to targeted Denial-of-Service and net-
work partition attacks. With recent DoS attacks lasting for days [8],
tolerating such attacks is crucial, yet challenging, for applications
deployed on permissioned blockchains.

To this end, this paper aims to explore the new design point of
building a permissioned blockchain’s consensus protocol with the
unpredictable dynamic committee merit to defend against targeted

∗Heming Cui is the corresponding author.

DoS or targeted partition attacks, and at the same time, achieves
comparable efficiency as existing BFT protocols [7, 15, 18].

2 THE EGES CONSENSUS PROTOCOL

We present Eges1, the first efficient consensus protocol that can
tackle targeted DoS or targeted partition attacks for a permissioned
blockchain. To defend against DoS or partition attacks targeting the
committees, we leverage the integrity and confidentiality features of
hardware Trusted Execution Environments (TEEs) to present a new
abstraction called stealth committee with two new features. First,
Eges selects a stealth committee without communication among
nodes, and the selection progress is protected by TEE. This ensures
that a committee node stays stealth before sending out its protocol
messages. Second, when nodes in a committee are trying to confirm
a block, Eges hides them into a large pool of fake committee nodes
that behave identically as the real ones observed from outside TEE,
so that an attacker cannot identify the real committees.

The key challenge faced by Eges it to efficiently ensure both con-
sistency and reasonable liveness with dynamic stealth committees
in an asynchronous network. Specifically, suppose a committee
node 𝑥 for the 𝑛𝑡ℎ block fails to receive the (𝑛 − 1)𝑡ℎ block after a
timeout, 𝑥 cannot distinguish whether it is because the committee
for the (𝑛 − 1)𝑡ℎ block failed to confirm the (𝑛 − 1)𝑡ℎ block, or
because 𝑥 itself does not receive the confirmed (𝑛 − 1)𝑡ℎ block due
to network problems. As the committee nodes for the (𝑛 − 1)𝑡ℎ
block may be under DoS attacks and be unreachable, 𝑥 must have a
mechanism to distinguish these two scenarios in order to maintain
both consistency and reasonable liveness in Eges.

Eges tackles this challenge by leveraging simple probability
theory. Eges’s committee for each block contains one proposer and
𝑛𝐴 (e.g., 300) acceptors, randomly and uniformly selected from all
nodes. The proposer broadcasts its block proposal to all nodes by
P2P broadcasts and seeks quorum ACKs from the acceptors. Eges
models the randomly selected acceptors as a sampling of the delivery
rate of the proposal in the P2P overlay network [6]. In the previous
example, Eges confirms the proposal for the (𝑛 − 1)𝑡ℎ block only
if the proposal is delivered to a large portion of member nodes; if
multiple rounds (𝐷 = 4 by default) of the sampling show that very
few nodes have received that proposal for the (𝑛−1)𝑡ℎ block, nodes
in Eges consistently confirm the (𝑛 − 1)𝑡ℎ block as an empty block
(with an overwhelming probability).

1Eges stands for Efficient, GEneral, and Scalable consensus.
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Protocol DoS/part. resistanceWith TEEs? No. nodes Tput (txn/s) Lat. (s)

Eges high Yes 300 3226 0.91
10K 2654 1.13

Algorand high No 10K ∼727 ∼22
PoET medium* Yes 100 149 45.2
Ethereum medium* No 100 178 82.3
SBFT low No 62 1523 1.13
MinBFT low Yes 64 2478 0.80
BFT-SMaRt low No 10 4512 0.67
Tendermint low No 64 2462 1.31
HotStuff low No 64 2686 2.63
HoneyBadger low No 32 1078 9.39

Table 1: Comparison of Eges to baseline protocols. “DoS/part. re-

sistance” stands for resistance to targeted DoS or network partition

attacks; “Lat” stands for confirm latency. *PoET and Ethereum can-

not ensure consistency on network partition attacks [11].

In sum, Eges efficiently enforces consistency and can defend
against targeted DoS or partition attacks. Specifically, Eges defends
against such attacks by (1) letting committee nodes stay stealth
before they start achieving consensus for a block, (2) using fake
committee nodes to conceal real committee nodes while they are
achieving consensus for a block, and (3) switching to a different
committee and consistently confirming a block even if the attacker
luckily guesses most real committee nodes for this block. [5] de-
scribes Eges’s protocol step by step with formal proof and security
analysis.

3 KEY RESULTS AND CONTRIBUTIONS

We implemented Eges using the Ethereum codebase and compared
Eges with nine consensus protocols for blockchain systems, includ-
ing five state-of-the-art BFT protocols for permissioned blockchains
(BFT-SMaRt [15], SBFT [7], HoneyBadger [9], and HotStuff [18]),
two TEE-powered consensus protocols for permissioned blockchains
(Intel-PoET [12] and MinBFT [17]), the default consensus proto-
col in our codebase (Ethereum-PoW [4]), and two permissionless
blockchains’ protocols that run on dynamic committees (Algo-
rand [6] and Tendermint [3]). We ran Eges on both our cluster
and AWS. The extensive evaluation results (Table 1) show that:

• Eges is robust. Among all consensus protocols for permis-
sioned blockchains, Eges is the only protocol that can defend
against targeted DoS and network partition attacks.

• Eges is efficient. Eges confirms a block with 3000 transac-
tions in less than two seconds in typical geo-distributed
settings, comparable to evaluated consensus protocols that
cannot tolerate targeted DoS attacks.

• Eges’s throughput and latency are scalable to the number of
nodes. When running 10k nodes, Eges showed 2.3X higher
throughput and 16.8X lower latency than Algorand.

Our contribution is three-fold. First, Eges leverages TEEs to
explore the new design point of tackling DoS attacks while enforc-
ing both consistency and reasonable liveness for a permissioned
blockchain in the asynchronous Internet. Second, we designed the
new stealth committee abstraction and implemented Eges’s consen-
sus protocol. Our third contribution includes an implementation of
the Eges prototype and the extensive experiments of Eges and exist-
ing blockchain consensus protocols on diverse adversarial network

conditions, including targeted DoS attacks, ubiquitous DoS attacks,
and network partitions. Our paper reveals that, in addition to safety
and performance, DoS resistance is also an essential evaluation
metric for practical Internet-scale blockchain applications [2, 14].
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